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Preface

The society we live in today relies on and is built upon our ability to almost instantly
communicate and share information at virtually any location. In the past 10 to 15 years, we
have witnessed unprecedented advances in the areas of computer and information technology,
health care, biotechnology, environmental sciences and engineering, and clean energy
technologies such as solar and wind power. All of these disciplines, as well as the challenges
they face and the opportunities they create, are interrelated and depend on our ability to send,
store, and convert information and energy.

The amount of information that we exchange using the Internet, computers, and other
personal communication devices such as smart phones, laptops, high-definition televisions,
fitness and activity trackers, electronic book readers, global positioning systems, autonomous
cars, and other technologies continues to increase very rapidly. At the very core of these
technologies lie very important devices made using a number of materials that have unique
electronic, magnetic, and optical properties. Thus, in this age of information technology, any
scientist or engineer must have some knowledge of the basic science and engineering
concepts that enable these technologies. This is especially important as we move to
technologies that cut across many different disciplinary boundaries.

A good portion of information-related technologies developed to date can be traced to
microelectronic devices based on silicon. Of course, information storage and processing has
also been supported by the availability of magnetic materials for data storage, optical fibers
based on ultrahigh-purity silica, and advances in sensors and detectors. However, silicon has
been at the core of microelectronics-related technologies and has served us extremely well
for almost 70 years since the invention of the transistor on December 16, 1947. There is no
doubt that silicon-based microelectronic devices that enable the fabrication of computer chips
from integrated circuits will continue to serve us well for many more years to come.

The first transistor, which was based on germanium, used a bulky crystal. Now, in 2017,
state-of-the-art transistors are made at a length scale of 14 nm. Both the size and the cost
associated with the manufacturing of the transistors have decreased significantly. The size
reduction has followed the famous Moore’s law, which predicted that the number of chip-
based transistors would double every two years (Moore 1965). This has stayed true for nearly
50 years.

We are now at a point where we are starting to explore technologies such as quantum
computing that take us into regimes that span well beyond Moore’s law. This means that
simply scaling down the currently dominant Si transistors and devices would no longer meet
the need. There are opportunities to create novel electronic, optical, and magnetic devices that
can compete with or enhance silicon-based electronics.

Similarly, new materials other than silicon, for example, carbon nanotubes (CNT),
graphene, silicon carbide, and gallium nitride, are also emerging! With the advent of
nanowires, quantum dots, and so on, the distinction between a “device” and a “material” has
been steadily fading away. Technologies such as those related to flexible electronics, organic
electronics, photovoltaics, fuel cells, biomedical implantable devices, tissue engineering, and



new sensors and actuators are evolving rapidly. Many of these technological developments
have brought the fields of electrical engineering, materials science, physics, chemistry,
biomedical engineering, chemical engineering, and mechanical engineering closer together
—perhaps more than ever before.

The increased interdisciplinarity and interdependencies of technologies mean that
engineers and scientists whose primary training or specialization is in one discipline can
benefit tremendously by learning some of the fundamental aspects of other disciplines. For
example, it would be useful for an electrical engineering student to not only be trained in
silicon semiconductor processing but also to gain some insights into other new materials,
devices, and functionalities that will likely be integrated with traditional silicon-based
microelectronics. In some applications, hybrid approaches can be developed in which
semiconductors such as silicon are integrated with gallium arsenide and other materials such
as CNT and graphene.

The primary motivation for this book stems from the need for an introductory textbook
that captures the fundamentals as well as the applications of the electronic, magnetic, and
optical properties of materials. The subject matter has grown significantly more
interdisciplinary and is of interest to many different academic disciplines.

There are several undergraduate engineering and science textbooks devoted to specific
topics such as electromagnetics, semiconductors, optoelectronics, fiber optics,
microelectronic circuit design, photovoltaics, superconductors, electronic ceramics, and
magnetic materials. However, most of these books are geared toward specialists. We were not
able to find a single introductory textbook that takes an interdisciplinary approach that is not
only critical but also of interest to students from various disciplines. This book is an attempt
to fill this gap, which is important to so many disciplines but not adequately covered in any
one of them.

We have written this book for typical junior (third-year) or senior (fourth-year) students of
science, such as physics and chemistry, or engineering, such as materials science and
electrical, chemical, and mechanical engineering, and we have used an interdisciplinary
approach. The book is also appropriate for graduate students from different disciplines and
for those who do not have a significant background in solid-state physics, electrical
engineering, materials science and engineering, or related disciplines. This book builds upon
our almost 25 years of combined experience in teaching an introductory undergraduate
course on electrical, magnetic, and optical properties of materials to both engineering and
engineering physics students.

We faced three major challenges. First, we had to select a few topics that are of central
importance, in my opinion, to engineers and scientists interested in the electrical, magnetic,
and optical properties of materials. This means that many other important topics are not
addressed in detail or are left out altogether. For example, topics such as high-temperature
superconductors and ionic conductors are not discussed in detail, and some are not discussed
at all. We also have not discussed some of the newest and “hottest” topics such as graphene or
CNT-based devices and spintronics in detail in order to maintain this as an introductory
textbook. Interested instructors may develop some of the topics not covered here as needed,
since the book covers the fundamental framework very well.



The second challenge was maintaining a relative balance between the fundamentals (with
respect to the underlying physics-related concepts) and the technological aspects (production
of devices, manufacturing, materials processing, etc.). The approach we have adopted here
was to provide as many real-world and interesting technological examples as possible
whenever there was an opportunity to do so. For example, while discussing piezoelectric
materials, we provide many examples of technologies such as smart materials and ultrasound
imaging. We have found that the inclusion of examples of real-world technologies helps
maintain a high level of interest as students relate to the topics easily (e.g., how is a Blu-ray
disc different from a DVD?). Students also tend to retain what they have learned for a longer
period when these real-world connections are made.

The third challenge was to determine the level at which different topics are to be covered.
For example, electrical engineering students who have some exposure to circuits may find the
device-related problems to be rather simple, such as calculating limiting resistance for a
light-emitting diode (LED). However, this may not be the case for many other students from
other disciplines. Similarly, students who have had a class in introductory materials science
may find some of the concepts related to materials synthesis, processing, and structure—
property relationships to be somewhat straightforward. However, many other students may
not have such a background and may be confused by the terminology used. We have therefore
maintained an introductory level for all the topics covered and have tried to make the
concepts as interesting as possible while challenging the students’ ability and piquing their
curiosity.

In the second edition of this book, we have strengthened the optical materials section
significantly. Two new chapters have been added to address the fundamentals of optical
materials as well as their applications to technologies such as solar cells and LEDs.

We take full responsibility for any mistakes or errors this book may have. Please contact
us as necessary so that they can be corrected as soon as possible. We welcome any other
suggestions you may have as well.

Any book such as this is a team effort, and this book is no exception. In this regard, we
appreciate the assistance of the Taylor & Francis staff who worked with us. In particular, we
thank Allison Shatkin for helping us develop this textbook. We are thankful to Todd Perry and
Viswanath Prasanna for their assistance and patience in working with us on this book. We are
also grateful to a number of colleagues and corporations who have provided many of the
illustrations.

Pradeep Fulay is thankful to his mother, Pratibha Fulay, and father, Prabhakar Fulay, for all
they have done for him and the values they have taught him, and to his wife, Dr. Jyotsna Fulay,
his daughter, Aarohee, and his son, Suyash, for the support, patience, understanding, and
encouragement they have always provided him.

Jung-Kun Lee expresses his appreciation to his father and mother for their love and
unconditional support. He is also very thankful to his wife, Heajin, his daughter, Grace, and
his son, Noah. They have been a constant source of joy, strength, and encouragement, without
whom nothing would have been accomplished.

Pradeep P. Fulay
Jung-Kun Lee
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1 Introduction

KEY TOPICS

Ways to classify materials

Atomic-level bonding in materials

Crystal structures of materials

Effects of imperfections on atomic arrangements
Microstructure—property relationships

1.1 INTRODUCTION

The goal of this chapter is to recapitulate some of the basic concepts in materials science and
engineering as they relate to electronic, magnetic, and optical materials and devices. We will
learn the different ways in which technologically useful electronic, magnetic, or optical
materials are classified. We will examine the different ways in which the atoms or ions are
arranged in these materials, the imperfections they contain, and the concept of the
microstructure—property relationship. You may have studied some of these—and perhaps
more advanced—concepts in an introductory course in materials science and engineering,
physics, or chemistry.

1.2 CLASSIFICATION OF MATERIALS

An important way to classify materials is to do so based on the arrangements of atoms or ions
in the material (Figure 1.1). The manner in which atoms or ions are arranged in a material has
a significant effect on its properties. For example, Si single crystals and amorphous Si film
are made of same silicon atoms. Though their compositions are same, they exhibit very
different electric and optical properties. While single crystal Si has higher electric carrier
mobility, amorphous Si exhibits higher optical band gap. This is because of different Si atom
arrangement. While atoms are perfectly aligned in single crystals, they are randomly
distributed in amorphous film.

1.3 CRYSTALLINE MATERIALS

A crystalline material is defined as a material in which atoms or ions are arranged in a
particular order that repeats itself in all three dimensions. The unit cell is the smallest group
of atoms and ions that represents how atoms and ions are arranged in crystals. Repetition of a
unit cell in three dimension leads to the formation of a three-dimensional crystal. The crystal
structure is the specific geometrical order by which atoms and ions are arranged within the
unit cell. Crystal structures can be expressed using a concept of Bravais lattices, or simply
lattices. A lattice is an infinite array of points which fills space without a gap. Auguste



Bravais, a French physicist, showed that there are only 14 independent ways of repeatedly
placing a basic unit of points in space without leaving a hole. A concept of lattice is analogous
to that of a crystal consisting of unit cells (Figure 1.2).

Note that a sphere in Figure 1.2, which is called a lattice point, does not refer to the
location of a single atom or ion. The lattice point is a mathematical idea that refers only to
points in space, which is applied to several fields of science and engineering. In
crystallography, the lattice represents the crystal and the lattice points are associated with the
location of atoms and ions. Simply speaking, we can think that either a single atom/ion or a
group of atoms/ions occupy a lattice point. When a group of atoms/ions take up the lattice
point, their configuration exhibits a certain symmetry around the lattice point. The symmetry
of atoms and ions occupying the same lattice point is called basis. A combination of the lattice
and the basis determines the crystal structure. In other words:
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FIGURE 1.1 Classification of materials based on arrangements of atoms or ions.
Crystal structure = lattice + basis (1.1)

We have only 14 Bravais lattices (Figure 1.2). However, there are many possible bases for
the same Bravais lattice. The symmetry operation of bases includes angular rotation,
reflection at mirror plane, center-symmetric inversion, and gliding, which in turn leads to 230
possible crystal structures out of 14 Bravais lattices. We also have many materials that exhibit
the same crystal structure but have different compositions, that is, the chemical makeup of
these materials. For example, silver (Ag), copper (Cu), and gold (Au) have the same crystal
structure (see Section 1.6).

Similarly, materials often exhibit different crystal structures, depending upon the
temperature (T) and pressure (P) to which they are subjected. In some cases, changes in



crystal structures may also result from the application of other stimuli, such as mechanical
stress (o or 1), electric field (E), or magnetic field (H), or a combination of such stimuli. The
different crystal structures exhibited by the same compound are known as polymorphs. For
example, at room temperature and atmospheric pressure, barium titanate (BaTiO;) exhibits a

tetragonal structure (Figure 1.3). However, at temperatures slightly higher than 120°C,
BaTiO; exhibits a cubic structure, and at even higher temperatures, this structure changes into

a hexagonal structure. The different crystal structures exhibited by an element are known as
allotropes.

Simple cubic  Face-centered  Body-centered

cubic cubic
Simple Body-centered Hexagonal
tetragonal tetragonal

Simple Body-centered  Base-centered  Face-centered
orthorhombic  orthorhombic orthorhombic  orthorhombic

Rhombohedral Simple Base-centered Triclinic
monoclinic monoclinic

FIGURE 1.2 Bravais lattices showing the arrangements of points in space. (From Askeland, D. and Fulay, P., The Science
and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)
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FIGURE 1.3 (a) Cubic and (b) tetragonal structures of barium titanate (BaTiO3). (From Singh, J., Optoelectronics: An
Introduction to Materials and Devices, McGraw Hill, New York, 1996. With permission.)

A phase is defined as any portion of a system—including the whole—that is physically
homogeneous and bounded by a surface so that it is mechanically separable from the other
portions. One of the simplest examples is ice, which represents a solid phase of water (H,O).

A phase diagram indicates the phase or phases that can be expected in a given system of
materials at thermodynamic equilibrium. The phase diagram also shows a specific condition
at which multiple phases coexist. For instance, a stable regime of a liquid phase and that of a
solid phase meet at 0°C and 1 atm in the phase diagram of water (H,O) at which both water

and ice are found. Thus, amorphous and crystalline materials formed under nonequilibrium
conditions are not shown in a phase diagram.

The phase diagram of a binary lead-tin (Pb—Sn) system is shown in Figure 1.4. Three
phases, a, (B, and L, are seen at different compositions and temperature ranges. The liquidus
represents the traces of temperature above which the material is in the liquid phase. Similarly,
the solidus is the trace of temperature below which the material is completely solid. In a
region between liquidus and solidus lines, both solid and liquid phases are
thermodynamically stable. Note that, although most alloys melt over a range of temperatures
(i.e., coexistence of liquid and solid phases between the solidus and the liquidus), some
specific compositions (e.g., 61.9% tin in the lead—tin system), which are known as eutectic
compositions, melt and solidify at a single temperature, which is known as the eutectic
temperature. The eutectic composition of lead-tin alloy has been used for soldering
electronic components, because the eutectic composition alloy melts at lower temperature
than any other Pb—Sn alloys. Currently, lead-free substitutes (developed because of the toxicity
of lead) are increasingly being used.

The electrical, magnetic, and optical properties of a material can significantly change if the
crystal structure changes. For example, the tetragonal form of BaTiO; is ferroelectric and
piezoelectric (Figure 1.3). However, the cubic form of BaTiO; is neither ferroelectric nor
piezoelectric. We will learn more about these materials in later chapters.

Crystalline materials can be further classified into single-crystal and polycrystalline
materials (Figure 1.1). A single-crystal material, as the name suggests, is made up of one
crystal in which the atomic arrangements of that particular crystal structure are followed at



any location, except in the external surfaces of the crystal. A photograph of a large single

crystal of silicon (Si) is shown in Figure 1.5. Single crystals are not always large; some are
only a few millimeters in size.
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FIGURE 1.4 Lead-tin phase diagram. (From Askeland, D. and Fulay, P., The Science and Engineering of Materials,
Thomson, Washington, DC, 2006. With permission.)

FIGURE 1.5 Single crystal of silicon. (From Askeland, D. and Fulay, P, The Science and Engineering of Materials,
Thomson, Washington, DC, 2006. With permission.)



FIGURE 1.6 Microstructures of alumina ceramics. (From Kim, B.-N., et al., Acta Mater., 57(5), 1319-1326, 2009. With
permission.)

Large single crystals of silicon (up to 18 inches in diameter and several feet in height) are
sliced into thin wafers (thickness <1 mm). These silicon wafers are then used for
manufacturing integrated circuits (ICs) that are packaged into computer chips. We prefer to
use the largest possible crystals for this application because it reduces the total cost of
producing ICs.

In polycrystalline materials, small single crystals are put together to form bulk. A long-
range order (LRO) of atoms or ions is present in each small single crystal; that is, atoms or
ions are arranged in a particular geometric arrangement within each crystal or grain. The
term grain refers to a relatively small, single-crystal region within a polycrystalline material.
The LRO can exist across relatively larger distances, ranging from a few micrometers up to
centimeters in a grain. A polycrystalline material comprises many smaller grains. The LRO in
a grain ends at the boundaries of that grain. The regions or interfaces between adjacent grains
are known as grain boundaries. The microstructure of a material is examined in a two-
dimensional cross section in which the grain boundaries are seen as lines or curves. As we
will learn in Section 1.17, grain boundaries can significantly affect some, but not all,
properties.

The concept of microstructure is central to many of the ideas and technologies we will
discuss throughout this book. The term microstructure is used to describe the arrangement of
grains in a polycrystalline material. It also includes a description of the average grain size,
grain-size distribution, grain shape, and whether the grains show a preferred orientation. In
addition, other features such as imperfections in atomic arrangements also are often
considered part of the microstructure.

The microstructure of a polycrystalline alumina (Al,O3) ceramic material showing grains

and grain boundaries is shown in Figure 1.6. The relationships among the microstructure and
properties of materials are explored in Section 1.17.

The atoms or ions of many materials do not show an LRO. Such materials are known as
amorphous materials. One application of amorphous materials is window glass and lenses.
We will discuss these in Section 1.18.

1.4 CERAMICS, METALS AND ALLOYS, AND POLYMERS

Another way of classifying engineered materials is based on their general behavior as metals,
ceramics, or polymers/plastics. For example, stainless steels, copper, platinum (Pt), and



tungsten (W) are metallic materials that exhibit high electric conductivity. In contrast,
materials such as polyethylene and Teflon™ are considered synthetic polymers or plastics
that are not as electrically conductive as metals. A plastic is a synthetic polymer-based
material that is formulated with one or many polymers (i.e., large molecules or
macromolecules with a carbon backbone) and other additives (e.g., carbon black, conductive
or dielectric particles, and glass fibers). Since loosely packed light atoms compose polymers,
plastics are lightweight. Depending on the strength of a polymer—polymer linkage, plastics
can be flexible or hard. In recent years, significant research and development efforts have
been made to create microelectronic devices, such as transistors, solar cells, and light-
emitting diodes (LEDs), based entirely on polymers or carbon-based materials, such as
poly(p-phenylene vinylene), poly-3-hexyl thiophene (P3HT), phenyl-C61-butyric acid methyl
ester (PCBM), carbon nanotubes and graphene. You may have read or heard that some of the
best displays for televisions and cell phones are based on organic LEDs (OLEDs). This
growing field is based on the use of polymers for electronics and is known as organic
electronics.

Efforts are underway that are aimed at integrating conventional silicon-based electronic
devices with polymers to take advantage of the polymer’s low density and flexibility, in
addition to the electrical and optical properties. This relatively new field of research is known
as flexible electronics or wearable electronics.

Materials such as Al,O5; and silica (SiO,) are inorganic solids and are considered

ceramics. Ceramics have at least partial ionic bonding characteristics that make them hard as
well as brittle. This type of classification does not always distinguish among the details of
atomic arrangements. For example, SiO, is considered a ceramic material regardless of

whether it is in an amorphous or crystalline form. Due to unique structural, electric and
optical properties, ceramics are widely used in machine, electronic and chemical engineering
industries.

1.4.1 InTERATOMIC BONDS IN MATERIALS

The types of interatomic bonds that exist in materials are metallic (for metals and alloys),
covalent, and ionic bonds (Figure 1.7). A major difference is how valence electrons of atoms
are distributed in interatomic bonds. In metallic bonds, valence electrons are delocalized and
do not belong to specific atoms. Two atoms share valence electrons in covalent bonds,
whereas two atoms donate and accept valence electrons to become cations and anions in ionic
bonds.

Most ceramics (e.g., Al,O5 and SiO,) tend to exhibit a mixed ionic and covalent bond.

Typically, the greater the difference between the electronegativity of the atoms that form
ceramics, the higher the ionic character of the mixed bond.

Pure covalent bonds are found in technologically important semiconductors consisting of
group IV elements (e.g., silicon, germanium [Ge]). In most polymers, the primary bonds
(such as carbon—carbon or carbon-hydrogen) are also covalent, and atoms share valence
electrons.

A secondary bond between molecules or atomic groups (i.e., a bond with lower energy),
known as the van der Waals bond, is present in all materials and is caused by interactions



among induced dipoles. The van der Waals forces and the resultant bonds are especially
important in materials that have polar molecules, atoms, or groups (e.g., water [H,O],

hydroxyl group [OH], amine group [NH,], chlorine atom [Cl], fluorine atom [F] and long-

chain polymer). A special type of van der Waals interaction originating from the
intermolecular forces among molecules with a permanent dipole moment is known as the
hydrogen bond. It occurs in water (hence the name hydrogen bond) and in many other solids
and liquids. In water (i.e., a liquid phase of H,0), local positive charge of hydrogen and local

negative charge of oxygen form an intermolecular bond.
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FIGURE 1.7 Different types of bonds in materials: (a) ionic, (b) covalent, and (c) metallic. (From Groover, M.P,
Fundamentals of Modern Manufacturing: Materials, Processes, and Systems, Wiley, New York, 2007. With permission.)

The van der Waals bonds play an important role in modifying the properties of many
materials, such as water, polyvinyl chloride (PVC), graphite, and clay. For example, graphite
functions as a solid lubricant. On the contrary, diamond, which is also a form of carbon, is
one of the hardest naturally occurring materials. In both, the primary bonds are covalent
carbon—carbon bonds. However, graphite has a layered structure and the layers of carbon
atoms are bonded by relatively weak van der Waals forces. Thus, the van der Waals bonds
between carbon layers can be easily broken when external force is applied.

Similarly, water has a relatively high boiling point and surface tension compared to other
liquids with similar molecular weight, and it is denser than ice (a solid phase of H,O). This is

because the hydrogen bond of water is stronger than the rest of van der Waals bonds and
holds H,O molecules tightly. PVC is more brittle than other polymers, because the van der

Waals forces between the chlorine and hydrogen atoms of the adjacent molecular chains
makes the intermolecular linkage stronger.

1.5 FUNCTIONAL CLASSIFICATION OF MATERIALS

Materials can also be classified by their functional properties (Figure 1.8). In this
classification, the primary functionality that a material provides is highlighted. For example,
one form of iron oxide (Fe;0,), which is a kind of ceramics, and another metallic material,

such as permendur (an alloy of iron [Fe] and cobalt [Co]) which is a kind of metals, are
classified as magnetic materials, though they have different atomic bonds.



1.6 CRYSTAL STRUCTURES

We will now describe the crystal structures of some materials that have useful electrical,
magnetic, or optical properties. Many materials that we will encounter later in this book
exhibit a cubic structure, comprising simple cubic (SC), face-centered cubic (FCC), or body-
centered cubic (BCC) arrangements of atoms or ions (Figure 1.9). In FCC, the same kind of
atoms is additionally placed at the center of each face of an SC structure. In BCC
arrangements, the same kind of atoms is additionally placed at the center of a cube of an SC
structure.

In some materials, atoms are packed in a hexagonal arrangement (Figure 1.10). The
hexagonal close-packed (HCP) arrangements shown in Figures 1.10 and 1.11 are the same.
Similarly, the FCC structure can be schematically plotted in two different ways, which are
shown in Figure 1.12. When you compare Figures 1.11 and 1.12, you find that FCC and HCP
arrangements have the same packing density of atoms and that the only difference is the
packing sequence of closely packed layers. Atomic locations of an upper layer are slightly
shifted in a lower layer in different manners (ABCABC... for FCC vs. ABABAB for HCP).
Both FCC and HCP arrangements lead to the maximum possible packing fraction of 0.74 for
atoms or spheres of the same size. The term packing fraction refers to the ratio of the volume
occupied by the atoms to the volume of the unit cell. It can be shown that, if we have a cube-
shaped box, the best we can do is fill up 74% of the space available with spheres of a given
radius. The packing fraction does not depend upon the radius of the sphere (i.e., whether it is a
basketball or a tennis ball), as long as we have spheres of the same size. When atoms are
packed such that the structure exhibits the maximum possible packing fraction, the structure is
referred to as a close-packed (CP) structure. Thus, a hexagonal structure with a maximum
possible packing fraction of 0.74 is known as a close-HCP structure (Figure 1.11). Although
metals with a hexagonal structure have a nearly CP structure, a hexagonal structure of
ceramics (e.g., Al,O3) is not necessarily closely packed. As you can guess, for a ratio of Al

and O atoms, a plane of Al that is not fully packed has a periodic opening.
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FIGURE 1.8 Functional classification of materials. (From Askeland, D. and Fulay, P., The Science and Engineering of
Materials, Thomson, Washington, DC, 2006. With permission.)
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FIGURE 1.9 Simple cubic, body-centered cubic, and face-centered cubic structures. (From Askeland, D. and Fulay, P., The
Science and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)
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FIGURE 1.10 A unit cell of a hexagonal close-packed structure. (From Askeland, D. and Fulay, P., The Science and
Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)

FIGURE 1.11 The packing sequence of a hexagonal close-packed structure. (From Askeland, D. and Fulay, P., The
Science and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)

FIGURE 1.12 The packing sequence of a face-centered cubic structure. (From Askeland, D. and Fulay, P., The Science and
Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)



The following example illustrates the calculation of packing fractions for cubic CP
structures.

Example 1.1: Calculation of Packing Fractions

Calculate the maximum possible packing fractions for the (a) SC, (b) FCC, and (c) BCC structures. Assume that all
atoms have a radius r and the unit-cell parameter is a.
Solution

1. As shown in Figure 1.13, in the SC structure, atoms touch along the cube edges,

that is,
a=2r (1.2)

Thus, the packing fraction is
Volume of atoms in the unit cell

Volume of unit cell

Packing fraction =

(8 atoms x 1/8) x (4;'3?: % r:?’) (4/3)nxr® x
- aS = Br]' ZE:UEZ

Thus, for a CP-SC structure based on atoms of a single size, regardless of
whether the atoms are big or small, the packing fraction is 0.52. This means that
48% of the space in the unit cell is empty. We can introduce other smaller atoms
in the voids, or so-called interstitial sites, found within the crystal structure
(Section 1.8).
2. In the CP-FCC structure, atoms touch along the face diagonals (Figure 1.13),
that is,
J2a=4r (1.4)

or
a=22r (1.5)

<a— —a—sf <]

SC BCC FCC
FIGURE 1.13 Packing of atoms in simple cubic (SC), body-centered cubic (BCC), and face-centered
cubic (FCC) crystal structures. (From Askeland, D. and Fulay, P, The Science and Engineering of
Materials, Thomson, Washington, DC, 2006. With permission.)



Volume of atoms in the unit cell

FCC packing fraction =
P 5 Volume of unit cell

B [[6 faceatoms x 1/2) + (8 face atoms x 1;"8)} X (4;’3n X r ")

r]';

4)<(4I.-'f3)]'l:xr‘i_ n 0w
8x 2% T 327 18

This is the packing fraction for an FCC-CP structure. This structure has only
26% empty space. Both the CP-FCC structure and the HCP offer the same and

the highest possible volume-packing fraction (nl.f J18 ) for spheres of uniform

=(0.74

size.
Note that, if the empty spaces or voids in the CP structure are filled with other
smaller atoms, the packing fraction will be higher. In fact, many ceramic crystal
structures are rationalized using the close packing of bigger anions (negatively
charged ions) and then stuffing the voids with smaller, positively charged
cations (see Section 1.11).

3. Atoms in the CP-BCC structure touch along the body diagonal (Figure 1.13).
Thus, the relationship between r and a is

Ba=4r (1.6)

or
(1.7)

A
BNE)

Thus, the packing fraction for a CP-BCC structure is
Volume of atoms in the unit cell

Volume of unit cell

BCC packing fraction =

[(1 cube center atom) +(8 face center atoms x 1_;’8]] x(4/3mxr ‘)

aii
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Therefore, the BCC structure has a packing fraction of 0.68, which is in between
the values for the FCC and SC structures. This structure has 32% void space
available.

= (.68

1.7 DIRECTIONS AND PLANES IN CRYSTAL STRUCTURES

There is a need to specify the crystallographic directions and planes in a unit cell in many
applications involving the magnetic, electronic, and optical properties of materials. We use a



notation known as Miller indices to designate specific directions and planes in cubic unit cells.
In describing these, we always use a right-handed coordinate system.

1.7.1 MiLLErR INDICES FOR DIRECTIONS

Let us think about how to express a direction between two lattice points A and B. To obtain the
Miller indices of a direction that starts at Point A (illustrated as an arrow tail) and ends at
Point B (illustrated as an arrow head), we subtract the coordinates of Point A from those of
Point B. We then clear the fractions and reduce the results to the lowest integers. The results
on the Miller indices of directions are included in square brackets (e.g., [hkl]). If a negative
sign is needed to express the direction, we insert a bar on top of that index. Details are found
in Example 1.2.

1.7.2 MiLLER INDICES FOR PLANES

To obtain the Miller indices for planes touching multiple lattice points, we start by identifying
the intercepts of a plane on the three axes (i.e., x, y, and z). We then take the reciprocals of the
intercepts and clear the fractions by multiplying the least common multiples of denominators.
If a plane is parallel to an axis, the intercept for that axis is infinity (o0) and its reciprocal is
zZero.

For the Miller indices of planes, we do not reduce these numbers to the lowest integers.
Similar to the results for directions, we put a bar above any negative index. The Miller indices
of planes are written in parentheses ( ). In some cases, the intercepts of planes may not be easy
to identify (e.g., a plane that passes through the origin). In this case, we can move the origin of
the unit cell (i.e., shift the plane in parallel to touch a set of neighboring lattice points). In the
cubic system, the direction [hkl] is perpendicular to the plane (hkl).

1.7.3 MiLLErR—BRrAvais INDICES FOR HEXAGONAL SYSTEMS

In a hexagonal unit cell, the Miller—Bravais indices for directions and planes are designated as
[hkil] and (hkil), respectively; hki in the Miller—Bravais indices are associated with the three
axes in one plane (a;, a,, a;) where atoms are closely packed. The angle between these axes is

120°. In the Miller—Bravais indices, [ is related to the c-axis that is perpendicular to a plane
(ay, ay, az). Because the three axes aq, a,, and a; are in one plane, the Miller—Bravais indices

corresponding to them cannot all be independent. The relationship among them is given by
h+k=-i (1.8)

Thus, a direction [010] in the orthogonal coordinate system (i.e., [hkl]) will be equivalent
to the direction [ 12 10] of a hexagonal coordinate system which is beneficial for expressing

HCP structure. To get the Miller—Bravais indices for direction [010] of the orthogonal system,
we move a point of interest by one lattice constant along the negative a; direction of the

hexagonal coordinate system, then by two lattice constants along the positive a, direction, and
finally by one lattice constant along the negative a5 direction. Thus, the condition given by
Equation 1.8 is satisfied (Figure 1.14).



We can also_yerify that the direction [100] of the orthogonal coordinate system is
equivalent to [2 1 ](}] of a hexagonal coordinate system.
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FIGURE 1.14 Typical directions in a hexagonal unit cell. The major axes are a1, ap, a3, and c. (From Askeland, D. and
Fulay, P, The Science and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)

Similar considerations apply to the Miller—Bravais indices for planes. We locate the
intercepts on the three axes (a;, a,, a;), in addition to that on the c-axis. Then, we take the

inverses of these values and clear the fractions without reducing the integers. Note that the
rule (h + k) = —i holds because the a-axes lie in the plane. B
In the HCP structure, atoms are packed in the closest way along [] 120] directions. In

addition, planes (0001) and (0002) are the closest-packed planes in materials with HCP
structure. (i.e., they have the highest number of atoms per unit area).

1.7.4 INTERPLANAR SPACING

There are multiple planes with the same Miller indices (hkl) and the distance between
neighbor planes is the same. In a cubic system with a unit-cell size a (i.e., lattice constant a),
the distance d between a set of parallel planes with Miller indices (hkl) is given by the

following equation:
a

NI+ 4 P

We can measure dy,, experimentally using X-ray diffraction or electron diffraction
techniques and deduce a from dy;.

Examples 1.2, 1.3 and 1.4 show how to obtain the Miller indices of directions and a plane
and also how to calculate interplanar distances and connect them with the lattice constant.

Ay = (for cubic system) (1.9)

Example 1.2: Miller Indices for Directions
What are the Miller indices for any one of the CP directions in FCC and BCC structures?

Solution
In an FCC structure, the atoms touch along the face diagonal. Therefore, the face diagonals are the CP directions.



One face diagonal (marked as OA) is shown in Figure 1.15. We follow the procedure described earlier for
obtaining the Miller indices of direction:

1. The coordinates of the “head” point A are 1, 1, O.

2. The coordinates of the “tail” point B (in this case, the origin point O) are 0, 0, 0.

3. Subtracting the coordinates of the tail from those of the head, thatis, 1 -0, 1 —
0,0-0,wegetl, 1,0.
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FIGURE 1.15 One of the close-packed directions in an FCC unit cell is shown as OA here. In BCC, atoms are closely
packed along direction OB. Atoms are not shown.

There are no fractions to clear and no negative integers. Therefore, the Miller indices of this direction OA are
[110]. Note that the opposite direction, AO, will have Miller indices of[ 1 10].

In an FCC structure, all the face diagonals are close-packed with atoms. All directions along which atoms are
arranged in the same way are said to be crystallographically equivalent. A family of such equivalent directions is
known as the directions of a form and is designated as < >. For an FCC, the directions of a form for CP directions
will be <110>. There would be 12 total directions in this family of CP directions for an FCC (six face diagonals
and corresponding opposite directions). [110], [101] and [011] are included in <110> of FCC structure.

You can also see that, similarly, for a BCC structure (atoms not shown in Figure 1.15), the atoms touch along the
body diagonal. The Miller indices for one such direction OB (Figure 1.15) are [111]. Note that the direction BO is

also a CP direction for the BCC structure, and its Miller indices are [ 111 ] Both OB and BO directions are a part

of <111> in the orthogonal coordinate system.
Example 1.3: Miller Indices for a Plane
What are the Miller indices for the plane P shown in Figure 1.16?

Solution

We see that this plane, shown in Figure 1.16, intersects the x- and y-axes at a length of “1x” lattice parameter.
The plane is parallel to the z-axis, that is, it does not intersect the z-axis at all; hence, this intercept is oo.
We follow the directions for establishing the Miller indices of a plane as

1. The intercepts on the x-, y-, and z-axes are 1, 1, and o, respectively.

2. The reciprocals of these are 1, 1, and 0. There are no fractions to clear.
Therefore, the Miller indices of this plane are (110).

3. Similar to directions of a form, there are also planes of a form. These planes
are equivalent and are shown in curly brackets { }. The planes of a form for



{110} will include the following: (110), (101), (011), (110),(101), and (017).

Example 1.4: Interplanar Spacing in Materials

X-rays of a single wavelength (A) were used to analyze a glittering sample suspected to be Au. The X-ray
diffraction (XRD) analysis, by which the lattice constant of an unit cell is determined, showed that the (400) planes
in this sample were separated by a distance of 0.717 A. Is the sample made of Au? Assume that the radius (r) of Au
atoms is 144 pm. Also assume that, in this hypothetical example, no other obvious measurements, such as density,
can be made. Au has an FCC structure.
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FIGURE 1.16 Plane for Example 1.3.
Solution
We are given dgqq as 0.717 A. From Equation 1.9, we get:

d

Therefore, the lattice constant for this sample is a = (0.717) (4) = 2.868 A.

Now, it is given that the radius (r) of Au atoms is 144 pm = 144 pm X 10712 m/pm X 1010 A/m. This is 1.44 A.

Because Au has an FCC crystal structure, the lattice constant (a) and the atomic radius (r) are related by
Equation 1.4.

From this equation, we get 5 = Qﬁ x(1.44 ,?\) — 4.07 A. This is the lattice constant of Au.

The sample of this example has a lattice constant of 2.868 A. Thus, the sample is not Au!

By comparing the lattice constant of 2.868 A to that of other elements, we will see that it is close to the lattice
constant of BCC Fe. Thus, it is likely that the sample we have is BCC Fe. Because this sample glittered like Au, it
may have been plated with a thin layer of Au. Thus, the lesson to be learned here is that all that glitters is not gold!
In this example, we also learned that the unknown sample has a cubic structure.

-0.717A

dmn =

1.8 INTERSTITIAL SITES OR HOLES IN CRYSTAL STRUCT URES

As mentioned in the previous section, the packing fraction of even the CP structures is smaller
than 80%, and voids, known as interstitial sites, are found in different CP structures. Smaller
atoms or ions can enter these interstitial sites or holes in a crystal structure, which changes the
crystal structure by varying the basis of that structure. In many ceramics, interstitial sites of
the anion lattice are filled with cations smaller than the anions. Different types of interstitial



sites are illustrated in Figure 1.17. (The coordination number in Figure 1.17 is explained in
the next section.)

Coordination number Location of interstitial Radius ratio Representation

2 Linear 0-0.155

3 Center of triangle 0.155-0.225

4 Center of tetrahedron 0.225-0.414

8 Center of cube 0.732-1.000

OO
oo n G50

6 Center of octahedron 0.414-0.732 D
|

FIGURE 1.17 Different types of interstitial sites. (From Askeland, D. and Fulay, P, The Science and Engineering of
Materials, Thomson, Washington, DC, 2006. With permission.)

1.9 COORDINATION NUMBERS

The total number of nearest-neighbor atoms that surround an atom (occupying a lattice point
or an interstitial site) is often referred to as the coordination number (CN). For example, in the
FCC and HCP structures, the CN of an atom taking up the lattice point is 12. This means that,
for any atom in a specific position of the lattice, there are 12 nearest-neighbor atoms
surrounding it. In the SC structure, the CN is 6. For a BCC structure, the CN is 8. This can be
easily seen by looking at the atom located at the cube center. It is surrounded by eight corner
atoms. We must also realize that, in a periodic structure, each atom has identical
surroundings; thus, atoms in lattice points have the same CN whether we examine the atom at
the cube center or at any other position in the structure.

The CNs of atoms occupying the lattice points of different structures, the corresponding
relationship between the unit-cell parameter (a) and the atomic radius (r), and the volume-
packing fractions are given in Table 1.1. The CNs of the interstitial sites are also shown in
Figure 1.17 with illustrations.

The most common types of interstitial sites are the so-called tetrahedral and octahedral
sites. A tetrahedral site means that an atom or ion in that site is surrounded by four other



atoms or ions (CN = 4) that are located at the corners of a tetrahedron—hence the name
tetrahedral site. Similarly, for an octahedral site, an atom or ion in this site is surrounded by
six (not eight) atoms (CN = 6). These atoms or ions form an octahedron around the site center
—hence the name of the interstitial site is octahedral site. There are several equivalent
interstitial sites within a single unit cell. For example, in an FCC unit cell, the center of the
cube is an octahedral site. Centers of 12 edges of an FCC unit cell are also octahedral sites.
Since each edge of the FCC unit cell is shared with a total of four neighboring unit cells, there
are a total of [(12 X 1/4) + 1)] = 4 octahedral sites in an FCC unit cell.

1.10 RADIUS RATIO CONCEPT

The concept of radius ratio is useful to rationalize or to guess whether a guest atom or ion is
likely to enter a particular type of an interstitial site. The radius ratio is the ratio of the radius
of the guest atoms/ions (occupying interstitial sites) to that of the host atoms/ions (taking up
lattice points). The radius ratio ranges and corresponding sites are shown in Figure 1.17.

The general idea behind the radius ratio concept is that we can view crystal structures of
many ceramic materials as being made up of a close packing of anions. These are the
negatively charged ions and are typically larger because of the extra electrons. This is
conceptually followed by the stuffing of smaller cations into the interstitial sites.

TABLE 1.1

Relationships between the Unit-Cell Parameter (a) and Radius (r), the Coordination Number, and
the Volume-Packing Fraction for Different Unit Cells

Relationship of Atoms per Coordination Packing

Structure aandr Unit Cell Number Fraction
Simple cubic a=2r 1 6 0.52
Body-centered

cubi}c, V3a=4r 2 8 068
Face-centered JFa=4r 4 12 0.74

cubic

Hexagonal close-

packed a=2r 2 12 0.74

c~1.633a

Note that not all the available interstitial sites in a unit cell need to be occupied. The sites to
be occupied (e.g., centers of tetrahedron or octahedron or cube) depend upon the radius ratio,
that is, in the case of most ceramics, r,o0/Tanion- Larger cations tend to fill larger interstitial
sites. The fraction of the sites that are occupied depends upon the stoichiometry of the
compound. This is illustrated in the following section.

1.11 CRYSTAL STRUCTURES OF DIFFERENT MATERIALS



We will now discuss some of simple crystal structures exhibited by electronic, magnetic, and
optical materials that are of interest to us. Many materials have far more complex crystal
structures, and a discussion of these is beyond the scope of this book.

1.11.1 StrucTURE OF Sopium CHLORIDE

The structure of a sodium chloride (NaCl) crystal (Figure 1.18), which is shared by many
ceramic materials—such as magnesium oxide (MgO), can be rationalized as follows: The
structure is obtained by closely packing chlorine anions (C1'7) that have a radius of 0.181 nm.
The radius of sodium cations (Na'*) is 0.097 nm. This results in a radius ratio of r, ;"}E., or
~0.536. Therefore, we expect that sodium ions will exhibit an octahedral coordination (Figure
1.17).

Thus, we can assume that this structure is obtained by creating an FCC arrangement of
chlorine ions. All the octahedral sites (i.e., cube edge centers and cube center) can then be
stuffed with sodium ions.

1.11.2 StrucTtUurE OF CEsiuMm CHLORIDE

The atomic radius of a cesium ion (Cs") is 0.167 nm. The radius ratio of 092 (= 0.167
nm/0.181 nm) for cesium chloride (CsCl) suggests an eightfold coordination of Cs ions. This
is achieved by locating the Cs™ ion at the cube center. In this structure, we have eight chlorine
ions at the eight corners of the cube (Figure 1.19). Each of the anions at the corner is shared
with eight other neighboring unit cells. The number of chlorine ions per unit cell is (8 x 1/8)
= 1. Thus, the stoichiometry of one chlorine ion for every cesium ion is maintained, and
electrical neutrality is assured.

FIGURE 1.18 Crystal structure of sodium chloride (NaCl). (From Askeland, D. and Fulay, P, The Science and
Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)
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FIGURE 1.19 Cesium chloride (CsCl) structure, showing the eightfold coordination of cesium ions. (From Smart, L. and
Moore, E., Solid State Chemistry: An Introduction, Chapman and Hall, Boca Raton, FL, 1992. With permission.)

As shown in Figure 1.19, the structure can also be represented as the chlorine ion at the
center and an FCC packing of cesium ions. Example 1.5 illustrates the use of the radius ratio
concept.

Example 1.5: Application of the Radius Ratio Concept

NaCl and potassium chloride (KCI) have the same stoichiometry. The radius of the potassium ion (K+) is 0.133 nm.

The radius of the chlorine ion (Cl+) is 0.181 nm. What will be the expected CN for K" ions? What will be the
expected structure of KCI? Is this structure consistent with the stoichiometry?

Solution
The rcation/Tanion for KCI is 0.133/0.181 = 0.735. This suggests that the CN for K" ions will be 8. This CN is

possible if the K" ions assume the location at the cube center. Then, they are next to eight other Cl  ions. Thus, KCI
exhibits a structure similar to that of cesium chloride (CsCl) (Figure 1.19). The structure is consistent with the 1:1
stoichiometry of KCI.

1.11.3 Diamonp CuBic STRUCTURE

One of the most important crystal structures of many semiconductor materials is the diamond
cubic (DC) crystal structure (Figure 1.20). This is the crystal structure exhibited by
semiconductors, such as silicon, germanium, and carbon in the form of diamond.

In this crystal structure, atoms are first arranged in an FCC arrangement and additional
atoms are placed at half of the tetrahedral sites. Note that in Figure 1.20, for the sake of
clarity, the atoms are not shown touching one another in the FCC and tetrahedral
arrangements. Here is how the tetrahedral sites are filled: First, the cubic unit cell is divided
into eight smaller cubes known as octants. Then, two smaller nonadjacent octants on the top
are selected (the centers of these cubes will be at a point three-fourths the unit-cell height).
Similarly, two smaller nonadjacent octants at the bottom are selected (centers of these cubes
will be at one-fourth of the height of the unit cell). Additional atoms are placed into four of
the octants. Thus, in this crystal structure, atoms exhibit what is called a tetrahedral
coordination. It is easier to visualize this tetrahedral arrangement by examining the atoms
located in the centers of the octants. However, every atom in this structure ultimately has the
same tetrahedral coordination.



3 ﬁ”;’

FIGURE 1.20 Diamond cubic crystal structure. (From Askeland, D. and Fulay, P., The Science and Engineering of
Materials, Thomson, Washington, DC, 2006. With permission.)

A DC unit cell has a total of eight atoms in the unit cell. Four atoms are from the FCC
arrangement [8 x (1/8) + 6 x (1/2)]. Four more atoms are derived from the inside of the unit
cell (i.e., half of the tetrahedral sites). Such a description allows us to calculate the theoretical
density of materials, such as silicon and germanium. This is illustrated in Example 1.6.

Example 1.6: Theoretical Density of Silicon (Si)

The radius of Siin a covalent structure is 1.176 A. What is the lattice constant of Si? What is the theoretical density
of Siif its atomic mass is 28.1?

Solution

If we examine the body diagonal in the DC structure exhibited by Si, we see that there are two atoms at the corner
and an atom within an octant. There is space for two more atoms to be accommodated along the diagonal (Figure
1.21).

If the length of the unit cell is a, then the body diagonal is \JGH' If r is the radius of the atoms in the DC structure,
then from Figure 1.21, we get:

J3xa=8r (1.10)

For Sj,
8x1.176
d=———

V3

In addition, as described earlier, there is the equivalent of eight atoms of Si per unit cell. Recall that one mole of

=5.4317A

an element has an Avogadro number of atoms (6.023 x 1023 atoms). Thus, in this case, 28.1 g of Si would have
6.023 x 1023 atoms, and the theoretical density of Siwill be

Mass of 8 silicon atoms 8x28.1

: S ~=2.33g/cm’
Volume of the unit cell 6,023 x10% x(5.4317x 107 cm)’

Density =

This value matches with the experimentally observed values.

1.11.4 Zinc BLENDE STRUCTURE



Zinc sulfide (ZnS) exhibits different polymorphic forms known as zinc blende and wurtzite.
The structure of zinc blende is cubic (Figure 1.22), whereas that of wurtzite is hexagonal
(Figure 1.23). Many compound semiconductors, such as gallium arsenide (GaAs), show the
zinc blende structure.

FIGURE 1.21 Schematic representation showing the arrangement of atoms and voids along a body diagonal in a diamond
cubic crystal structure. (From Askeland, D. and Fulay, P.,, The Science and Engineering of Materials, Thomson, Washington,

DC, 2006. With permission.)
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FIGURE 1.22 Schematic representation of a zinc blende structure. (From Smart, L. and Moore, E., Solid State Chemistry:
An Introduction, Chapman and Hall, Boca Raton, FL, 1992. With permission.)




FIGURE 1.23 Structure of a wurtzite crystal. (From Smart, L. and Moore, E., Solid State Chemistry: An Introduction,
Chapman and Hall, Boca Raton, FL, 1992. With permission.)

The zinc blende structure (Figure 1.22) is similar to the DC structure (Figure 1.20). The
radius of divalent zinc ions (Zn®") is 0.074 nm. The radius of the larger sulfur anion (S?") is
0.184 nm. The radius ratio of 0.402 suggests a tetrahedral coordination for Zn?* ions (Figure
1.17).

We start with an FCC arrangement of S2~ ions. The Zn?* ions enter at the four tetrahedral
sites, that is, they occupy the centers of the octants inside the main unit cell (similar to the
diamond-cubic unit cell).

Note that not all tetrahedral sites are occupied because of the requirement of a balance of
stoichiometry and electrical neutrality. In addition, each S?>~ ion is coordinated with four Zn?*
ions. Note also that if all ions in the zinc blende structure (Figure 1.22) were identical, we
would get a DC structure (Figure 1.20).

GaAs, an important semiconductor, exhibits the zinc blende structure. The structure of
GaAs can be understood by replacing the sulfur atoms in ZnS with arsenic atoms and the zinc
atoms with gallium atoms. One of the polymorphs of silicon carbide (SiC) and other
materials, such as indium phosphide (InP), indium antimonide (InSb), and gallium phosphide
(GaP), also exhibit this type of crystal structure. Example 1.7 explores the zinc blende
structure in more detail.

Example 1.7: Density of Indium Phosphide (InP)

If the lattice constant (a) of InP is about 5.8687 A, what is its theoretical density? The atomic masses of indium (In)
and phosphorus (P) are 114.81 and 31, respectively.

Solution
Recognize that there are four In atoms and four P atoms inside the InP unit cell (Figure 1.22). Also recall that one

mole of an element has an Avogadro number, that is, 6.023 % 1023 atoms.

Thus, the theoretical density of InP will be the mass of four In atoms + mass of four P atoms divided by the
volume of the cubic unit cell.



3 : - Mass of four In atoms + mass of four P atoms
Density of indium phosphide = . :
Volume of the unit cell

B [4x(114.81)+4x(31)]
6.023x10% x(5.8687 x 10 cm)

=4.79g/cm’

What we calculated is the so-called theoretical density. The actual density is comparable but can be a little
different because the arrangement of atoms in real materials is never perfect (see Section 1.12).

1.11.5 WURTZITE STRUCTURE

According to the radius ratio, the Zn?* ions have a CN of 4, that is, they are surrounded by
four sulfur ions. Similarly, each sulfur ion (S?7) is coordinated with four zinc ions (Zn?").
This tetrahedral coordination can be found in an HCP structure as well as an FCC structure.
The wurtzite structure is based on an HCP array of sulfur ions. If S>~ ions form an HCP array,
two tetrahedral sites are found per S?~ ion. Tetrahedral holes in alternate octants are occupied
by the zinc ions so that half of the tetrahedral sites of an HCP array of sulfur ions are filled.
Many semiconductors and dielectrics, such as gallium nitride (GaN), zinc oxide (ZnO),
aluminum nitride (AIN), cadmium telluride (CdTe), and cadmium sulfide (CdS), show this
type of polymorph.

This structure can also be visualized by considering hexagonal close packing of zinc ions,
followed by the stuffing of sulfide anions in the tetrahedral sites (Figure 1.23).

1.11.6 FLUORITE AND ANTIFLUORITE STRUCTURE

To visualize a crystal structure, it is sometimes easier to conceptually consider that the cations
(i.e., smaller ions) form a CP array and anions fill interstitial sites. For the fluorite (CaF,)
structure, we start with a CP array (FCC packing) of cations. Then, all the tetrahedral holes are
filled with larger fluorine anions (F!7). In this representation, the 4-fold coordination of
anions is clearly seen (Figure 1.24a).

To better understand this, we can extend the structure so that the cubes have fluoride ions at
the corners (Figure 1.24b). In this representation, we can easily recognize the eightfold
coordination of the cations. The same structure is redrawn in Figure 1.24c by shifting the
origin, and in this figure, eight octants can be seen. Every other octant is occupied by a Ca?*
ion. The relative distances among the ion centers are shown in one of the octants in Figure
1.24d.

Ceramic materials that show a fluorite structure include CeO,, PbO,, UO,, and ThO,.

In the antifluorite structure, the positions of cations and anions are reversed. Materials that
show an antifluorite structure include Li,O, Na,O, Rb,0, K,O, and Li,S.

1.11.7 CoRrunDUM STRUCTURE



A corundum (a-Al,O5) structure can be described by picturing a hexagonal close packing of

oxygen anions (O2"). In the hexagonal CP, the number ratio of packing atoms and octahedral
sites is 1. Therefore, in the corundum structure, two-thirds of the octahedral sites are filled by
the aluminum cations (Al®*; Figure 1.25) to maintain the number ratio of cation/anion as 2/3.
In other words, Al layer and O layer are alternately packed and holes are periodically found
in 1/3 of atomic sites in Al layer.

(a) (b)

© Cation

.ﬂniun

FIGURE 1.24 Schematic illustration of fluorite structure. (From Smart, L. and Moore, E., Solid State Chemistry: An
Introduction, Chapman and Hall, Boca Raton, FL,, 1992. With permission.)
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FIGURE 1.25 Crystal structure of alpha-alumina (a-AlpO3 or corundum). (From Askeland, D. and Fulay, P., The Science
and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)

1.11.8 PEerROVSKITE CRYSTAL STRUCTURE

A perovskite crystal structure is one of the mixed oxide structures, that is, a structure of an
oxide containing different kinds of cations. The name perovskite comes from the calcium
titanate (CaTiO;) mineral. A perovskite structure is often described as ABO5. In this notation,

the oxygen ions (O%") occupy the face center positions on the cube. Then, the A-site cations
are divalent (e.g., Ba>*, Pb?*, Sr?") and occupy the cube corners, as shown in Figure 1.3. The
B-site cations (e.g., Ti**, Zr*") occupy the cube centers (octahedral site).

Many ceramics, with useful ferroelectric, piezoelectric, and other properties, exhibit the
perovskite crystal structure. Examples include barium titanate (BaTiO;), lead zirconium
titanate (Pb(Zr,Ti)O5), and strontium titanate (SrTiO5).

Important functional properties of the perovskite materials are developed during their
polymorphic phase transition. The cubic form of BaTiO; is similar to a tetragonal form of
BaTiO; and two structures differ very slightly (~ less than 1%) in terms of their dimensions.
The lattice constant along c-axis of tetragonal BaTiO; is ~4.01 A. The lattice constant of cubic
BaTiOj; is only 4.00 A (Figure 1.3). This very slight difference of ~0.01 A in the unit-cell
dimension accompanies a shift of Ti** ion from the cube center and produces very significant
changes in the dielectric properties of BaTiO5. For example, the cubic form of BaTiOj; is not
ferroelectric, whereas the tetragonal form is ferroelectric.

1.11.9 SpiNeL AND INVERSE SPINEL. STRUCTURES

The spinel structure is another example of a mixed oxide structure. Many magnetic materials,
known as ferrites, exhibit normal or inverse spinel structures. The general formula is AB,O,,

where A is the divalent cation (e.g., Mg?") and B is the trivalent cation (e.g., Al**). A basic
frame of the spinel structure is the FCC structure of oxygen ions (O27). Each edge center and
cube center of the FCC unit cell are octahedral sites. Because the edges are shared among four
unit cells, there are a total of (12 x 1/4) + 1 = 4 octahedral sites. Similarly, as seen in a
diamond crystal structure (Figure 1.20), there are a total of eight tetrahedral sites (center of
each octant) in the FCC structure.



To understand the spinel crystal structure, we will consider n formula units. In the n units,
there are 4n O2™ ions, 8n tetrahedral holes, and 4n octahedral holes. In the normal spinel
structure, only one-eighth of the tetrahedral sites are filled by A-type ions. This is because we
have n A-type ions and 8n sites are available. Similarly, there are 2n B-type ions and 4n
octahedral sites. Thus, one-half of the octahedral sites are occupied by B-type ions, leading to
the general formula of AB,0O,. As shown in Figure 1.26, we can break down the spinel unit

cell into eight octants.

In one type of octant, called an A-type octant, the A ions occupy the tetrahedral sites. These
atoms are coordinated with the corner and face center anions (oxygen ions) of the unit cell. In
another type of octant, known as a B-type octant, the trivalent B cations are located at half of
the corners of an octant. Note that out of a total of eight octants, four are A-type and four are
B-type. Of the four A-type octants, only two actually contain A ions. Similarly, of the four B-
type octants, only two contain B ions (Figure 1.26). Examples of ceramics with this crystal
structure include magnesium aluminate (MgAl,O,) and zinc aluminate (ZnAl,O,).

A B
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FIGURE 1.26 A spinel crystal structure. (From Smart, L. and Moore, E., Solid State Chemistry: An Introduction, Chapman
and Hall, Boca Raton, FL, 1992. With permission.)

In some materials such as Fe;O, (the formula can also be written as FeFe,O, to emphasize

the divalent and trivalent forms of iron), an inverse spinel structure is observed. In this well-
known magnetic material, Fe exists in both divalent (Fe?*) and trivalent (Fe3*) forms. The
inverse spinel structure is written as B(AB)O,, suggesting that half of the trivalent B-type

cations occupy tetrahedral sites. All the A-type atoms occupy octahedral sites; therefore, the
structure is known as an inverse spinel structure. The other half of the B cations continue to
occupy the octahedral sites. The type of trivalent ions occupying both tetrahedral and
octahedral positions has a large effect on the magnetic coupling between them. This, in turn,
has a significant effect on the ferrimagnetic or antiferromagnetic properties of materials



known as ceramic ferrites. Nickel ferrite (NiFe,O,) is another example of a material that
shows the inverse spinel structure with a strong magnetic response.

1.12 DEFECTS IN MATERIALS

Arrangements of atoms or ions in real materials are never perfect. In some cases, atoms are
missing from sites at which they are supposed to be present. This creates a defect known as a
vacancy. The presence of vacancies can be useful in many applications of electronic ceramics
because vacancies enhance the bulk or volume diffusion of specific types of ions. Diffusion is
a process by which atoms, ions, or other species move owing to a gradient in the chemical
potential (equivalent of concentration). Diffusion continues until the concentration gradient
disappears. The process of diffusion can occur through many pathways (e.g., within the grain,
bulk, or along the grain boundaries, surfaces, etc.), which is facilitated by the presence of
vacancies. Diffusion also plays a key role in enabling semiconductor device processing as
well as in other materials—for example, in processing steps such as the sintering of metals
and ceramics.

We sometimes deliberately add different atoms to a material. For example, we add boron
(B) or antimony (Sb) atoms to silicon to change and better control the electrical properties
(e.g., electric conductivity) of the silicon. The atoms that we add (or that are sometimes
introduced inadvertently during processing) may take up the positions of the host atoms. This
type of defect is known as a substitutional atom defect. Typically, this occurs if the radii of
both the host and guest atoms are similar. In some other cases, the atoms we add or those
introduced inadvertently may end up in the interstitial sites. This is known as an interstitial
atom defect. These different types of point defects are shown in Figure 1.27.

When atoms of one element dissolve in another element as substitutional or interstitial
atoms, we get what is called a solid solution. This is similar to how sugar dissolves in water.
Formation of solid solutions strengthens metallic materials. In Figure 1.4, o and [ phases
represent the solid solutions of the lead—tin system.

Solid solution formation also occurs among compounds of similar crystal structures (e.g.,
BaTiO5 and SrTiO;). The formation of solid solutions is used to tune the electrical and

magnetic properties of ceramics, metals, and semiconductors. For example, by forming solid
solutions of GaAs and aluminum arsenide (AlAs), we can produce LEDs that emit light with
different colors.

One of the best examples of the usefulness of point defects and formation of solid
solutions is the doping of Si to make an n-type semiconductor or a p-type semiconductor. As
illustrated in Figure 1.28, when a pentavalent element, such as antimony (Sb) or phosphorus,
is added to Si, we create an n-type semiconductor. This is because substitutional phosphorus
or antimony atoms occupy the silicon sites and thus provide an extra electron. At
temperatures greater than ~50 K, this electron breaks free from the phosphorus or antimony
atoms and becomes available for conduction. This leads to an n-type semiconductor (thus
named because most of the charge carriers are negatively charged electrons).

Similarly, when atoms of trivalent elements, such as boron or aluminum, are added to
silicon, there is the deficit of an electron. This is because each silicon atom contributes four
electrons for covalent bonding. However, an aluminum or boron atom can contribute only



three electrons from its outermost shell. This leads to the creation of a hole, which is
basically a missing electron. Such semiconductors are known as p-type (because of the
positive effective charge on a hole).

(e)

)

FIGURE 1.27 TIllustration of point defects in materials: (a) vacancy, (b) interstitial atom, (c) small substitutional atom, (d)
large substitutional atom, (e) Frenkel defect, and (f) Schottky defect. All of these defects disrupt the perfect arrangement of
the surrounding atoms. (From Askeland, D. and Fulay, P., The Science and Engineering of Materials, Thomson, Washington,
DC, 2006. With permission.)
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FIGURE 1.28 Creation of antimony (Sb) doped n-type and boron (B) doped p-type silicon by the introduction of
substitutional atoms. (From Askeland, D. and Fulay, P., The Science and Engineering of Materials, Thomson, Washington,
DC, 2006. With permission.)

Atoms of elements that are added purposefully and in controlled concentrations, with the
assumption that they will have a useful effect, are known as dopants. Different types of
semiconductors (i.e., n-type and p-type) form the fundamental basis of many electronic
devices, such as transistors, diodes, and solar cells. We will learn in Chapter 3 that the level of



conductivity of a semiconductor can be changed by controlling the concentration of dopant
atoms.

Note that changes in the conductivity of a semiconductor will occur regardless of whether
the different atoms are added on purpose or are introduced inadvertently. Atoms of elements
that find their way (usually inadvertently) into a material of interest during the synthesis or
fabrication of that material are considered impurities. For example, when silicon crystals are
grown, oxygen atoms are introduced as impurities that come from the contact of molten
silicon with the quartz (SiO,) crucibles. Typically, we want to minimize the levels of

impurities in any material. This is especially the case for semiconductors, in which we want to
keep the impurity levels to a minimum (parts per million [ppm] to parts per billion [ppb] for
some elements).

1.13 POINT DEFECTS IN CERAMIC MATERIALS

Point defects occur in ceramic materials as well. Many ceramic materials are based on ions. It
is not possible to remove a certain number of cations or anions from these materials without
causing an imbalance in the net electrical charge. Overall, the electrical neutrality and
stoichiometry of a material have to be maintained. There are several ways to meet this
requirement. A Schottky defect is a defect in which a certain number of cations and a
stoichiometrically equivalent number of anions are missing together (Figure 1.27). For
example, in NaCl, a Schottky defect is one in which one sodium ion (Na") and one chlorine
ion (C1'7) are missing. For a Schottky defect in Al,O5, two Al®" and three O~ are missing. A

Frenkel defect is a type of point defect in which an ion (often a cation) leaves its original site
and enters an interstitial site (Figure 1.27). In Section 1.14, we discuss the notation used for
point defects in ceramic materials.

1.14 KROGER-VINK NOTATION FOR POINT DEFECTS

Defects in ceramic materials are important for many applications involving the electronic,
optical, and magnetic properties of ceramics. The following rules must be observed in regard
to the presence of point defects in ceramic materials:

1. Electrical neutrality—The material, as a whole, must be electrically neutral.

2. Mass balance—While introducing any defects, the mass balance must be maintained.
This means that no atoms or ions disappear when defects are formed.

3. Site balance—When introducing defects, the overall stoichiometry of sites must be
maintained.

The notation used to describe point defects in ceramics and the equations that govern their
relative concentrations is called the Kréger—Vink notation.

For example, consider an oxygen vacancy in MgO. In the Kroger—Vink notation, the
vacancy in the oxygen site of MgO is shown as V5. The symbol V represents a vacancy. The
subscript (in this case, O) indicates the location of the defect (i.e., where the defect occurs).

When an oxygen ion (O?") is missing, a negative charge of two is missing. This means that



the empty oxygen site has an effective positive charge of two in comparison with a filled
oxygen site with a negative charge, —2. An effective positive charge of one unit is indicated by
the dot symbol (-), which is placed as a superscript. Because the oxygen vacancy has an
effective charge of +2, we use two dots in the superscript. Therefore, we describe the presence
of an oxygen ion vacancy as Vyj,. Similarly, a Mg?" ion vacancy is written as V(5. In this case,
the vacancy defect at the Mg site has an effective negative charge of —2, which is shown using
two dashes in the superscript. Example 1.8 illustrates the use of the Kroger—Vink notation.

Example 1.8: Yttrium Oxide (YpO3)-Zirconia (ZrO») for Oxygen Sensors and Solid Oxide Fuel Cells

1. Write down the equation that expresses the incorporation of Y,05 in ZrO, to
form a solid solution. Assume that the concentration of Y,05 is small enough

so that new compounds are formed.
2. What defects are created by adding Y,0; to ZrO,? Are these defects useful?

Solution
1. We assume that yttrium ions (Y>*) occupy the sites of a zirconium ion (Zr
The basis for this assumption is that both are cations. We also consider the
relative radii of the ions. Yttrium (Y) is a trivalent ion; when it occupies a Zr**
site, there will be a deficit of one positive effective charge. Thus, this defect will

have an effective charge of —1.
This defect is written as

4+).

Yz (1.11)

In ZrOy, for each Zr4Jr atom, there are two oxygen atoms. Therefore, to add two Y ions on two
74t sites, we must use four oxygen sites in setting up a reaction equation. This is for site balance.
However, one Y»O3 molecule provides only three oxygen ions and the fourth oxygen site remains
empty.

Hence, the defect reaction for incorporation of Y»O3 in ZrO» is written as follows:

Y,0; 2 2Y: 4305 + V5 (1.12)

In this equation, the ZrOy above the arrow shows that Y»Og3 (a solute) is being added to ZrOy (a

solvent).

We check Equation 1.12 for mass balance, site balance, and electrical neutrality. We can see that
for the site balance, we have used two zirconium sites and four oxygen sites (three have oxygen ions
derived from yttria, and one site has an oxygen vacancy, /7). We also have charge balance—the

4+

defect caused by the presence of the Y ion in the Zr™ " site has an effective charge of —1, and we have

two of these. This is balanced by one oxygen ion vacancy (V” ), which has an effective charge of +2.
We also have mass balance.

2. As shown in equation 1.12, point defects are formed in Zr and O sites. Oxygen
vacancies significantly increase the oxygen ion conductivity of ZrO,. For each
mole of Y,05 added, we get one mole of oxygen vacancy (Equation 1.12). This

provides a significant amount of room for the oxygen ions to move around or
diffuse. This is why zirconium oxide (ZrO,) containing small amounts of Y,0,



(~8—10 mol %) is an oxygen ion conductor. The rate at which oxygen ions can
diffuse is considerably increased in Y,05 added ZrO,.

This material is known as yttria-stabilized zirconia (YSZ). It functions as a solid electrolyte. Thus,
by adding Y»Og3 to ZrOp, we have converted a dielectric (nonconducting) material into an ionic

conductor! Applications of this material include solid oxide fuel cells (SOFCs; Figure 1.29) and
oxygen sensors that are used in cars and trucks (Figure 1.30). In applications of YSZ for SOFCs or

oxygen gas sensors, what matters the most is the ionic conductivity of YSZ that is controlled by
introducing oxygen vacancies.

Another effect of adding Y»Og is that when the concentration of oxygen vacancies increases, a
cubic polymorph of ZrO» which is found at high temperature becomes stabilized at room temperature.

This is why this material is known as YSZ. In some applications, the primary interest in using YSZ is for
its mechanical properties and high-temperature stability. When the cubic phase is stabilized by adding
Y03, ZrOp does not show phase changes from cubic to tetragonal to monoclinic forms during

cooling of sintered bodies. This avoids the strain induced by the transformations, which would
otherwise cause zirconia ceramics to break during fabrication or thermal cycling (heating and cooling).

Anode

+—— [nterconnection
(bipolar plate)
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f’ <+— Electrolyte
W/ Anode

FIGURE 1.29 Schematic representation of a planar-type solid oxide fuel cell. The electrolyte typically is yttria-stabilized
zirconia (YSZ). Calcium-doped lanthanum manganite (LaMnO3) is used as the cathode, and YSZ-containing nickel (Ni) is used
as the anode. The interconnecting material is lanthanum chromite (LaCrO3). (From Singhal, S.C., Solid State Ionics., 152-153,
405-10, 2002. With permission.)
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FIGURE 1.30 Schematic representation of a zirconia oxygen sensor used in cars and trucks. (Courtesy of Dynamic-Ceramic
Ltd, UK)
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FIGURE 1.31 [Illustration of an edge dislocation and a screw dislocation. (From Askeland, D. and Fulay, P., The Science
and Engineering of Materials, Thomson, Washington, DC, 2006. With permission.)

1.15 DISLOCATIONS

A dislocation is a line defect that represents half a plane of atoms missing from an otherwise
perfect crystal structure. The two types of dislocations—an edge dislocation and a screw
dislocation—are shown in Figure 1.31. A main difference is the shape of the defective plane.
In the edge dislocation, a flat defective plane is inserted between two crystal planes. In the
screw dislocation, an array of atoms slips on the defective plane. In many cases, dislocations
in real materials have characteristics of both edge dislocation and screw dislocation.

Dislocations can have a significant and deleterious effect on the properties of
semiconductors and optoelectronic materials. Dislocations in semiconductors typically are
formed during crystal growth or during semiconductor device processing. Many years of
research have gone into ensuring that essentially dislocation-free silicon and other crystals
can be grown.

In most situations, the presence of dislocations in semiconductors is considered
deleterious. For example, in gallium nitride (GaN), which is a semiconductor exhibiting a



high radiative electron-hole recombination rate, the presence of dislocations has a negative
effect on the optoelectronic devices by reducing the radiative recombination rate.
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FIGURE 1.32 Tllustration of a semiconductor film (a) that is coherently strained and (b) that has a lattice mismatch
accommodated by misfit dislocations. (Reprinted from Encyclopedia of Materials: Science and Technology, Stach, E. A., and
R. Hull. Dislocations in semiconductors. 2301-12, Copyright 2008, with permission from Elsevier.)

The development of LEDs and laser diodes that emit a blue or violet light was hindered by
the unavailability of GaN materials with very low dislocation levels. In recent years, superior
materials-processing methods for high quality GaN films have been developed, which has in
turn led to the development of GaN-based blue or violet lasers.

These blue or violet laser-emitting devices have enabled the so-called Blu-ray format for
high-definition (HD) optical-data storage. The Blu-ray format provides more capacity than
digital video disks (DVDs). It uses a shorter wavelength (A) of 405 nm for optically writing
the information onto a disk. This wavelength is shorter than that of the typical red lasers (A =
660 nm) that are used for authoring DVDs. For conventional compact discs (CDs), the
wavelength of the laser used is longer—780 nm. The use of the shorter-wavelength GaN
lasers means that a single-layer optical disk can hold 25 GB of data (about 9 hours of HD
video content).

It is very difficult to grow defect-free GaN single crystals. Therefore, we typically grow
GaN on another substrate, such as sapphire. This process is also used for the fabrication of
many other semiconductor devices and is known as epitaxy. In this process, a strain is
introduced at the interface if the lattice constants of the film and the substrate are not exactly
the same.

In the case of GaN on sapphire (Al,05), the mismatch is about 16% for sapphire. At the

interface, the strain that exists due to lattice mismatch is often relieved by the formation of
what are known as misfit dislocations (Figure 1.32). In GaN, dislocations known as threading
dislocations originate at the interface and travel all the way to the surface. In principle, the line
directions of the threading dislocations are normal to film/substrate interface. This means that
a formation of the edge dislocation relives the strain, but threading dislocations also have
characteristics of the screw dislocation. Dislocations in GaN, as examined by transmission
electron microscopy (TEM) and high-resolution TEM (HRTEM), are shown in Figure 1.33.



In some cases, the presence of dislocations away from the active regions of electrical
devices can be useful. Dislocations can attract some of the impurity atoms toward them,
leaving the regions in which devices are active with fewer defects. This method of
segregating impurities is known as gettering. Impurities in a semiconductor, such as
transition metal impurities including iron and nickel, are concentrated by attracting them to
defects such as precipitates and dislocations.

1.16 STACKING FAULT S AND GRAIN BOUNDARIES

Similar to point defects (that are considered zero-dimensional defects) and dislocations (one-
dimensional line defects), we also find area defects (two-dimensional defects). One type of
area defect is a stacking fault. We have seen that the FCC structure can be visualized by
considering the stacking of atoms within the planes as ABCABCABC... (Figure 1.12). In a
stacking fault, one of the planes in the expected sequence is missing. Therefore, the stacking
sequence may look like ABCABABCABC.... Thus, in this stacking fault, a small region of the
material shows the HCP-stacking sequence.

FIGURE 1.33 (a) Transmission electron microscope image of dislocations in gallium nitride deposited on sapphire (Al»03).

(b) The core of a dislocation as seen using high-resolution transmission electron microscopy (HRTEM): stacking faults are
marked as F and S. (Courtesy of Dr. J. Narayan, North Carolina State University, Raleigh, NC.)
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FIGURE 1.34 Ferroelectric domains in lead-free Ky gNag 5NbO3 ceramics. (From Loépez-Juérez, R., et al., Lead-free

ferroelectric ceramics with perovskite structure. In Ferroelectrics-Material Aspects, ed. M. Lallart. Rijeka, Croatia: InTech,
2011.)

Other examples of area defects are domain boundaries, low-angle boundaries, and twin
boundaries. A domain is a small region of a material in which the dielectric or magnetic
polarization direction is the same. We will learn that in magnetic and ferroelectric materials,
the entire material cannot be stable energetically as one large magnet or an electric dipole,
respectively. To minimize the overall free energy, the material spontaneously shows the
formation of multiple domains arranged in a random fashion. The formations and
arrangements of domains are extremely important in determining the properties of magnetic
and ferroelectric materials. A scanning electron micrograph of the domains in ferroelectric
ceramics is shown in Figure 1.34.

One of the most important features of the microstructure of a polycrystalline material is
the presence of grain boundaries (Figures 1.6 and 1.34). At the grain boundaries, the atomic
order is disrupted. This is why grain boundaries are considered defects. Because grains are
three-dimensional, the grain boundary is actually a surface in three dimensions; therefore,
grain boundaries are considered three-dimensional defects.

Grain boundary is one of the most important features in terms of its effects on the
properties of materials. These effects are discussed in the next section.

1.17 MICROSTRUCTURE-PROPERTY RELATIONSHIPS
1.17.1 GraiNn Bounnary EFrFecTS

If we need to compare the electrical or other properties of two different grades of a BaTiO5-

based polycrystalline material, we can refer to the properties of these materials in the context
of their microstructure. For example, we may conclude that finer-grained BaTiO5 ceramics

have finer domains and higher dielectric constant (k). We will learn in Chapter 7 that the
dielectric constant is a measure of a material’s ability to store an electrical charge. Grain
boundary regions often also have very different electrical or magnetic properties than those
of the material inside the grains.



1.17.2 GraiN Size ErrecTs

As the grain size decreases, the area of the grain boundary increases. In many applications,
grain boundaries are used to control the properties of materials. Most often, a polycrystalline
metallic material exhibits a higher mechanical strength than that of a coarse-grained material
with essentially the same composition.

The presence of grain boundaries also has a significant effect on the electrical, magnetic,
and optical properties of materials. For example, the electrical resistivity of a conductor such
as copper or silver typically is higher for a polycrystalline material than that for a single
crystal of the same material. This is because of the increased scattering of electrons by atoms
in the grain boundary regions.

(d)

FIGURE 1.35 Effect of grain size on the optical properties of alumina ceramics. (a) Finer-sized alumina grain is opaque. (b)
Polycrystalline alumina with larger grain size is translucent. (From Kim et al. 2009. Acta Mater 57(5):1319-26, 2009.) (c)
Parts made from polycrystalline alumina with larger grain size are translucent. (Courtesy of Covalent Materials Corporation,
Tokyo, Japan.) (d) Single-crystal sapphire substrates are transparent. (Courtesy of Kyocera Corporation, Kyoto, Japan.)

The optical properties of materials are also affected by the grain boundaries and pores
(holes) in polycrystalline ceramics because these contribute to the scattering of light. Al,O4

ceramics can be made translucent by using special additives and processing techniques that
lead to larger grain size. Polycrystalline Al,O5 ceramics with a fine grain size are usually
opaque (Figure 1.35a). This is largely because of the scattering of light from both the pores
and the grain boundaries. The microstructure of larger-grain ceramics that are optically
translucent is shown in Figure 1.35b. Translucent Al,O; ceramics are used in many
applications, such as in envelopes for high-pressure sodium vapor lamps (Figure 1.35c). With
single-crystal Al,O5 ceramics, the material essentially becomes transparent (Figure 1.35d)



because this material has very little intrinsic absorption and there are no pores or grain
boundaries to scatter light. Light scattering by the grain boundaries and the pores is
schematically illustrated in Figure 1.36. In this illustration, the hexagonal regions represent
the grains in a polycrystalline material. Details of the scattering are explained in the chapter
on optical properties of materials.
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FIGURE 1.36 Processes that cause absorption and scattering of light in polycrystalline ceramics. (Adapted from Covalent
Materials Corporation, Tokyo, Japan. With permission.)

Similar to Al,05, many other transparent or translucent polycrystalline ceramic materials,
such as yttrium aluminum garnet (YAG), yttrium oxide (Y,03), and lead lanthanum zirconium
titanate (PLZT), have also been developed for different commercial applications.

1.17.3 MICROSTRUCTURE-INSENSITIVE PROPERTIES

We must emphasize two points regarding the microstructure—property relationship of
materials. First, when we change the microstructure of a material, many properties can
change. In the case of Al,0; ceramics, as discussed before, an increase in the grain size

increases optical transparency; however, decreases fracture toughness. Likewise, a change in
the microstructure may result in concomitant changes in many properties.

The second point that needs to be emphasized is that not all properties of materials are
sensitive to microstructure. A property that does not change with microstructure is known as a
microstructure-insensitive property. For example, typically, the Young’s modulus (Y) or elastic
modulus (E) of a metallic or ceramic material will not change drastically with changes in the
grain size. This is because Young’s modulus, which is a measure of the difficulty with which
elastic strain can be introduced, depends on the strength of the interatomic bonds in a material.
When we change the microstructure, we do not change the nature of the bonds; hence,
Young’s modulus will not be affected. However, the so-called yield stress (oyg) of a material

—a level of stress that initiates permanent or plastic deformation—typically depends strongly
upon the average grain size of the material. This is because the movement of dislocations
(known as slip) that causes plastic deformation is resisted by disruptions in the atomic
arrangements occurring at the grain boundary regions.



We will now turn our attention to amorphous materials.

1.18 AMORPHOUS MATERIALS

In some materials, the atoms (or ions) do not exhibit an LRO. Such materials are considered
amorphous or noncrystalline materials, or are simply called glasses. We use the term glass to
refer to amorphous materials (metallic or ceramic) derived by the relatively rapid cooling of
a melt. Amorphous materials typically are formed under nonequilibrium conditions during
processing (e.g., relatively faster cooling of a melt or decomposition of a vapor). As a result,
they tend to be thermodynamically unstable. Inorganic glasses based on silica (SiO,), which

are used to make optical fibers, and amorphous silicon (a-Si) are examples of amorphous
materials.

1.18.1 ATomMic ARRANGEMENTS IN AMORPHOUS MATERIALS

There exists a short-range order (SRO) of atoms or ions in amorphous materials. The
difference between an SRO and an LRO in amorphous silicon (a-Si) and crystalline silicon (c-
Si), respectively, is shown in Figure 1.37.

Note that the a-Si has a structure wherein the angles at which the silicon atom tetrahedra are
connected to one another and the distances between the silicon atoms are not exactly the same
throughout the structure.

a-Si is made using the so-called chemical vapor deposition (CVD) process, which involves
decomposing silane (SiH,) gas. A concentration of hydrogen atoms is also incorporated into

the structure. These hydrogen atoms pacify some of the silicon bonds that would otherwise
remain unsaturated or dangling (Figure 1.37). This is helpful for microelectronic devices
based on a-Si because the unsaturated silicon bonds would make the devices electrically
inactive.

Since the film deposition does not require high-temperature processing, a-Si is used in
making thin-film transistors (TFTs) that are integrated onto glass surfaces. The underlying
circuitry created with such a-Si-based TFTs is used to drive liquid crystal displays in personal
computers, televisions, and electronic ink (e-ink)-based bistable displays found in most state-
of-the-art electronic book readers (e.g., Kindle).

Another technologically important amorphous material is SiO,-based glass. In both c-SiO,

and a-Si02, the silicon and oxygen ions are connected in a tetrahedral arrangement. This

means that each silicon ion (Si**) is always surrounded by four oxygen ions. This is the SRO.
However, in SiO,-based glass, the angles at which these tetrahedra are interconnected vary.

Thus, the distances between silicon ions in different tetrahedra also vary and LRO is not
found in a-SiO,. c-SiO, exhibits many equilibrium and nonequilibrium polymorphs. These

have both LRO and SRO. For a given polymorph of c-SiO,, the angles at which different
silicon—oxygen tetrahedra are connected remain essentially the same.
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FIGURE 1.37 A schematic representation of the difference between short-range order in amorphous silicon and long-range
order in crystalline silicon. (From Singh, J., Optoelectronics: An Introduction to Materials and Devices, McGraw Hill, New
York, 1996. With permission.)

Note that a material does not have to be either crystalline or amorphous—it can exist in
both forms either simultaneously or under different conditions. We often encounter materials
that have both crystalline and amorphous phases. For example, in polyvinylidene fluoride
(PVDF), one of the most widely used piezoelectric materials (see Chapter 9 on ferroelectrics,
piezoelectrics, and pyroelectrics), the microstructure consists of crystalline regions
embedded in an amorphous matrix. Most polymers are mixtures of crystalline and amorphous
regions interspersed within the material. The processing or manufacturing methods used for
creating a material have a significant effect on whether it is crystalline, amorphous, or a
mixture of the two. The development of polymers for flexible and lightweight electronic
devices is an active area of research and development known as flexible electronics.

1.18.2 ApprLICATIONS OF AMORPHOUS MATERIALS

Several factors need to be considered before choosing an amorphous or a crystalline form of
a material for a given application. For example, amorphous silica is used for making optical
fibers because kilometers of continuous fibers can be drawn from molten SiO,. In principle,
we could use single-crystal SiO, to produce the optical fibers, because it is optically
transparent. However, this is not easy or, more importantly, cost-effective. For the same
reason (i.e., manufacturability and cost), a main constituent of building glass windows is also
amorphous SiO,. If a crystalline form of SiO, is used, it is difficult to fabricate such a flat and

shiny surface.



In contrast, amorphous silica cannot be used for certain applications, such as the so-called
quartz clocks. Only SiO, crystals exhibit what is described as a piezoelectric effect, where

voltage is generated across a material when it is stressed (Sections 10.5 and 10.6). This effect
is used to make quartz clocks.

The properties of a material can be very different in the amorphous and crystalline states.
With some technologies, we can make use of both the amorphous and crystalline forms of a
material. For example, in phase change memory (PCM) technology, the back-and-forth
switching of a material between the amorphous and crystalline states is used for data storage.
Materials based on a ternary compound of GeSbTe, known as the GST materials, are used in
PCM technology. PCM technology utilizes the differences between the electrical resistivity
values of the amorphous and crystalline forms of the materials.

Phase change memory

— b

High voltage, short pulse Low voltage, long pulse
Amorphous phase Crystalline phase
m High electrical resistance m Low electrical resistance
® Low reflectivity m High reflectivity
m RESET state for data “1” m SET state for data “0”
® Data write process ® Data erase process

FIGURE 1.38 Phase change memory illustration. (Courtesy of Dr. Ritesh Agarwal, University of Pennsylvania,
Philadelphia, PA.)

An electrical resistor rapidly heats up the material and changes its state from crystalline to
amorphous (Figure 1.38). The amorphous material, in this case, exhibits a higher resistivity
than the crystalline material (Figure 1.39). These changes in electrical properties are sensed
by other appropriate circuitry. The amorphous state has high resistivity and uses “1” as its
code (data write). The crystalline state has low resistivity and uses “0” as its code (data erase).
The GST materials can be cycled rapidly and reversibly between the reset amorphous and set
crystalline phases by heating and cooling. This is the basis for PCM technology.
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FIGURE 1.39 Resistivity of a GST-nanowire phase change memory device. (Courtesy of Dr. Ritesh Agarwal, University of
Pennsylvania, Philadelphia, PA.)

A similar concept is used for rewritable CD and DVD media. For these technologies, the
differences between the optical properties of materials in the amorphous and crystalline states
are used to write and read information on the media. The amorphous phase is less reflective
than the crystalline phase. This difference in the reflectivity is exploited in the optical data
storage.

1.19 NANOSTRUCTURED MATERIALS

In recent years, considerable research and development has occurred with respect to
nanostructured materials. The grain size or crystallite size of these materials is extremely
small (~10 nm or less). In terms of length scales, nanostructured materials fall between those
that are amorphous and crystalline. The nanostructured form causes an unusually high
fraction of atoms in the material to be located at the grain boundaries (if the material is
polycrystalline) or at the particle surfaces (if the material is in the form of nanoparticles).
This and other phenomena (which could be quantum mechanical in nature) often lead to
unique and unexpected changes in the properties of a nanostructured material.

For example, the band gap (E,) of a semiconductor becomes larger for materials in the

nanoparticle form. This increase, which results from smaller particle size, is known as blue
shift and is easily observed by examining changes in the dispersions colors of semiconductor
nanoparticles (also known as quantum dots). In addition, the availability of nanomaterials has
led to the possibility of using surface effects, such as surface plasmons, because of the large
surface area/volume ratio of nanomaterials. This has created new opportunities in the areas of
nanophotonics and quantum computing. Also, mechanical properties of nanostructured
materials are very different from their bulk counterpart. The strength of materials consisting



of nanosize grains is much greater than the materials of micrometer-size grains. Also,
nanostructured materials can be much more ductile than traditional bulk materials. This is
because nanomaterials have the ability to suppress the formation of extended defects. Though
point defects are generated in nanostructured materials, these defects can easily travel to grain
boundaries, which are much closer to the location of the point defects in nanostructured
materials than in traditional bulk materials. Then, the point defects of the nanostructured
materials reaching the grain boundaries are annihilated because the grain boundary functions
as a defect sink. Suppression of the defect generation process (or acceleration of the defect
annihilation) results in unique mechanical properties (e.g., high strength and ductility) of
nanostructured materials.

1.20 DEFECTS IN MATERIALS: GOOD NEWS OR BAD NEWS?

The term defect is somewhat of a misnomer because, when defects are present, the properties
of a material actually may be improved! Thus, the term defect just refers to the fact that the
atomic arrangement in a given material is disturbed and is not perfect. Amorphous materials
can have a very high concentration of defects. However, the presence of point defects, line
defects, area defects (domains, stacking faults), and volume defects (grain boundaries) in
materials is extremely important and useful for several reasons.

The addition of antimony or boron to silicon (Figure 1.28) brought about the entire
technology of ICs based on silicon. The presence of point defects also enables the conversion
of insulating ceramic materials into semiconductors. There are plenty of examples where the
presence of point defects is not just desirable but essential. One example is the creation of
oxygen vacancies in zirconia to turn it into an ionic conductor, which allows for the transport
of O?~ ions. In cases of metals and alloys, the presence of point defects is also critical for the
enhancement of mechanical properties. For example, pure copper is too soft. The elastic
modulus and yield stress of copper are improved considerably when we add other alloying
elements (e.g., beryllium [Be]) to form solid solutions or precipitates.

However, the presence of defects can be detrimental in many situations. For example, in the
case of solid solution- or precipitate-based strengthening of metals, electrical conductivity is
lowered, although some mechanical properties, such as yield strength (oyg), are improved.

The effective speed (mobility) with which electrons can move in a single-crystal silicon is far
greater than that in a-Si, though highly crystalline silicon is much more difficult to fabricate
than a-Si. Thus, defects can be detrimental for certain applications.

To summarize, the term defect does not mean that the material is defective. The presence of
certain types of defects (i.e., imperfections in atomic or ionic arrangements) may be
beneficial and, sometimes, may even be essential. However, certain types of defects have
deleterious effects and must be avoided, thereby suggesting the importance of defect
engineering in materials.

PROBLEMS

1.1 If the lattice constant of BCC Fe is 2.8666 A, what is its density? Assume that the atomic
mass of Fe is 55.85.
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For the DC structure, show that the packing fraction is about 34%.
What is the theoretical density of Ge? Assume that the atomic radius of Ge is 122.3 pm.

What is the theoretical density of GaAs? Assume that the lattice constant of GaAs is 565
pm. The atomic masses of Ga and As are 69.7 and 74.9, respectively.

Similar to the volume-packing fractions, we can calculate the area-packing fractions
for planes in a unit cell. Calculate the area-packing fractions for FCC-Ni for the planes
(100) and (111). Which plane is close-packed?

Sketch the following planes and directions in a cubic unit cell: [111], [ 7101, [011],
(111), and (123).

Sketch the crystal structure of a PZT ceramic with a perovskite structure. Label the
different ions clearly.

Calculate the interplanar spacing for the (100), (110), and (111) planes in Si.

Show that the Miller—Bravais indices for direction [110] would be [] |§Uj .

The equation for the formation of a Schottky defect in MgO is written as
null = Vi, + V& (1.13)

Write down the equation for the Schottky defect formation in Al»Os3.

In addition to Y,03, we can also add MgO to ZrO, to stabilize the cubic crystal

structure (Equation 1.12). Write the equation that will represent the incorporation of
small concentrations of MgO into ZrO,.

Why must the Al,O5 ceramics used in Na (sodium) vapor lamps be transparent or
translucent? How does a larger grain size help with the transparency of Al,0O;
ceramics?

Both p-Si and a-Si are used for manufacturing solar cells. For manufacturing ICs, we
use single-crystal Si. Why?

Although both graphite and diamond are based on strong covalent C—C bonds, graphite
is used as a solid lubricant, whereas diamond is one of the hardest naturally occurring
materials. Why is this?

What are the advantages of developing microelectronic components based on
polymers?

State one example each of an application where the presence of dislocations is (a)
useful and (b) deleterious.

What is the principle by which PCM technology works?

Similar to GST materials that are used in PCM, SiO, also exists in amorphous and
crystalline forms. Compared to GST, SiO, is inexpensive. Will it be possible to use
SiO, for PCM?

Why does the Blu-ray format offer much higher density for data storage in CDs and
DVDs?

Conventional solar cells are made using polycrystalline silicon and offer an efficiency
of about 15%. Some companies are developing solar cells based on copper indium



gallium selenide (CIGS). These CIGS-based solar cells can offer efficiencies up to
40%. Why can we not just switch over to these more efficient CIGS-based solar cells?

1.21 Some companies have developed solar cells based on organic materials. The efficiency
of these solar cells is about 5%. If we already have Si solar cells that operate at ~15%,
why should we develop solar cells based on polymers that are not as efficient?

GLOSSARY

Allotropes: Different crystal structures exhibited by an element.

Amorphous materials: Materials in which atoms or ions do not have a long-range order.

Amorphous silicon (a-Si): An amorphous form of silicon typically obtained by the
chemical vapor decomposition of silane (SiH,) gas, which is used in thin-film
transistors and photovoltaic applications.

Anions: Negatively charged ions (e.g., 0%, S?).

Basis: An atom or a set of atoms associated with each lattice point. The combination of a
lattice and basis defines a crystal structure.

Body-centered cubic (BCC) structure: A crystal structure in which the atoms are
positioned at the corners of a unit cell with an atom at the cube center (the packing
fraction is 0.68).

Bravais lattice: Any of the 14 independent arrangements of points in space.

Cations: Positively charged ions (e.g., Si**, AI3).

Close-packed structure: A crystal structure that has atoms filled in a way that achieves the
highest possible packing fraction.

Coordination number (CN): The number of atoms that surround an atom on a lattice site
or in an interstitial site.

Crystal structure: The geometrical arrangement in which atoms are arranged within the
unit cell, described using a Bravais lattice and basis.

Crystalline material: A material in which atoms or ions are arranged in a particular three-
dimensional arrangement, which repeats itself and exhibits a long-range order.

Dielectric constant (k): A measure of the ability of a material to store an electrical
charge.

Diffusion: A process by which atoms, ions, or other species move, which is due to a
gradient in the chemical potential (equivalent to concentration).

Domain: A small region of a ferroelectric or magnetic material in which the dielectric or
magnetic polarization direction, respectively, is the same.

Dopant: Foreign atoms (e.g., boron and phosphorus) deliberately added to a
semiconductor to tune its level of conductivity.

Elastic modulus (E): A measure of the difficulty with which elastic strain can be
introduced into a material. This depends on the strength of the bonds within a material.

Elastic modulus is the ratio of elastic stress to strain and is also known as the Young’s
modulus (Y).



Epitaxy: A process by which a thin film of one material is grown, typically over a single-
crystal substrate of the same (homoepitaxy) or different (heteroepitaxy) composition.
There is usually a good match between the lattice constants of the thin film and the
substrate.

Face-centered cubic (FCC) structure: A crystal structure in which the atoms are
positioned at the corners of a unit cell and also at the six face centers (the packing
fraction is 0.74).

Ferroelectric substance: A dielectric material that shows spontaneous and reversible
polarization.

Flexible electronics: A field of microelectronics devoted to the development of flexible
electronic components or devices that is often based on polymers or thin metal foils (or
on both).

Frenkel defect: A defect caused by an ion leaving its original position and entering an
interstitial site.

Gettering: A method by which impurities in a semiconductor (e.g., transition metal
impurities like Fe and Ni) are concentrated away from the active device regions by
attracting them to defects, such as precipitates and dislocations.

Glass: An amorphous material typically obtained by the solidification of a liquid under
nonequilibrium conditions. The term “glass” is often used to describe ceramic or
metallic amorphous materials (or both).

Grain: A small, single-crystal region in a polycrystalline material.

Grain boundaries: The regions between the grains of a polycrystalline material.

Hexagonal close-packed (HCP) structure: A crystal structure in which atoms are
arranged in a hexagonal pattern such that the maximum possible packing fraction (0.74)
is obtained.

Hydrogen bond: A special form of van der Waals bonds found in materials based on
polar molecules or groups (e.g., water).

Impurity: Foreign atoms introduced during the synthesis or fabrication of materials such
as semiconductors. Their effect usually is not desirable.

Interstitial atoms: Atoms or ions added to a material that occupy the interstitial sites of a
given crystal structure.

Interstitial site: A hole in the crystal structure that may contain atoms or ions.

Kroger—Vink notation: A notation used to indicate the point defects in materials.

Lattice: A collection of points in space. There are only 14 independent arrangements of
points in space, known as the Bravais lattices.

Long-range order (LRO): Atoms or ions arranged in a particular geometric arrangement
that repeats itself over relatively larger distances (~ a few micrometers up to a few
centimeters). This is seen in polycrystalline and single-crystal materials.

Microstructure: A term that describes the average size and size distribution of grains, in
addition to the grain boundaries and other phases (such as porosity and precipitates) and
defects (e.g., dislocations).



Microstructure-insensitive property: A property that does not change substantially with
alterations in the microstructure of a material (e.g., Young’s modulus).

Miller—Bravais indices: A four-index system for directions and planes in the hexagonal
unit cell.

Miller indices: Notation used to designate specific crystallographic directions and planes
in a unit cell.

n-Type semiconductor: A semiconductor in which a majority of the charge carriers are
negatively charged electrons (e.g., phosphorus-doped silicon).

Nanostructured materials: Materials with an ultrafine particle or grain size (<10 nm) that
have an unusually large fraction of atoms located at the grain boundaries (for
nanocrystalline materials) or surfaces (for nanoparticles), causing them to have unusual
properties.

Noncrystalline materials: Same as amorphous materials—these materials exhibit no long-
range order of atoms or ions.

Octahedral site: An interstitial site in which six atoms that form an octahedron surround
the interstitial atom or ion—the coordination number is six.

Octant: A smaller cube obtained by dividing the unit cell into eight smaller cubes.

Organic electronics: A field of research and development based on the use of polymeric
materials, such as conductors and semiconductors, for developing flexible, lightweight
microelectronic devices such as transistors and solar cells.

Packing fraction: The ratio of volume or space occupied by atoms to the volume of the
unit cell.

Phase: Defined as any portion of a system, including the whole, that is physically
homogeneous and bounded by a surface so that it is mechanically separable from any
other portion.

Phase change memory (PCM): A memory technology in which the amorphous and
crystalline states of a material are used to store information as “1” or “0.”

Phase diagram: A diagram indicating the different phases that can be expected in a given
system of materials, assuming a condition of thermodynamic equilibrium exists.

Piezoelectric effect: The development of a voltage across a material when it is stressed.

Plastic: A polymer-based material formulated with one or many polymers and other
additives (e.g., carbon black and glass fibers).

Polymorphs: Different crystal structures exhibited by a compound.

p-type semiconductor: A semiconductor in which a majority of the charge carriers are
positively charged holes (e.g., boron-doped silicon).

Quantum dots: Nanocrystals of semiconductors that exhibit a change in the band gap,
which in turn causes changes in their optical properties, such as color.

Radius ratio: The ratio of the radius of a cation to that of an anion.

Schottky defect: A defect in which a certain number of cations and a stoichiometrically
equivalent number of anions are missing—for example, the absence of one sodium ion
and one chlorine ion in NaCl.



Short-range order (SRO): Atoms and ions in amorphous and crystalline materials exhibit
a short-range (up to a few A) order in the arrangement of atoms or ions in a specific
geometrical fashion.

Simple cubic (SC) structure: A crystal structure in which atoms are positioned at the
corners of a unit cell (the packing fraction is 0.52).

Solid solution: A new phase of a material obtained by dissolving atoms of one element
into another; this phase strengthens metallic materials and can increase conductivity.

Stacking fault: A planar defect in which one of the planes from a stacking sequence is
missing.

Substitutional atoms: Atoms or ions added to a material. They occupy sites that are
usually occupied by the atoms or ions of the host material.

Tetrahedral site: An interstitial site in which four atoms that form a tetrahedron surround
the interstitial atom or ion; the coordination number is four.

Unit cell: The basic unit that represents an arrangement of atoms (or ions) repeating in all
three dimensions.

Vacancy: The absence of an atom or an ion from its crystallographic location within a
crystal structure.

van der Waals bond: A secondary bond that is present in all materials and is caused by
interactions between induced dipoles. It is functionally important in materials with polar
ions, atoms, or groups (e.g., water, PVC, PVDF). One special type of this order is the
hydrogen bond.

Yield stress (0yg): A level of stress that initiates a permanent or plastic deformation. Yield
strength depends on the grain size of materials. In general, a decrease in the grain size
increases the yield strength.

Young’s modulus: Also known as the elastic modulus, this is a measure of the difficulty
with which elastic strain can be introduced in a mat